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Preface

It has long been a fundamental assumption in the research of autonomous agents
and multiagent systems that intelligent agents should be rational—well, at least
as rational as possible even if they are handicapped, like lacking access to all
information that is needed for rational decision-making. While this assumption is
only natural and right, rationality is actually only a better word to use if we try to
avoid the use of the word selfishness to describe the deed of concerning only with
one’s own interests and being regardless of that of others.

When we first decided to work on the issues of fairness and social optimality in
multiagent systems, with due respect to individual rationality of agents, we knew
that we were facing a nontrivial challenge. The first difficulty that we encountered
was the definition of fairness. We did spend some time to investigate this issue,
delving into the definitions given by various authoritative dictionaries, hoping to
obtain some mathematical formalism that captured the essence of these definitions.
Unfortunately, the definitions in most of these dictionaries were not too helpful to
us. While all our efforts seemed to have ended up in vain, we found that we had no
choice but to start by taking a simplistic approach to reduce fairness to equality of
agents’ utility values (in some cases with a sufficiently small difference). Such an
approach suffers from several drawbacks, as it is not able to capture many real-life
situations. For example, in real life some people might consider it fair for rich people
to receive less and poor people to receive more concerning the allocation of public
resources. To this end, we looked into fairness models considering other types of
fairness such as inequity-aversion and reciprocity. We hope the work presented in
this book can shed light on this research area, which could attract more people to
continue to work on it.

In this book we aim at tackling the issues of fairness and social optimality
in multiagent systems from several aspects. We start with a relatively simple
setting, in which agents use adaptive periodical strategy for coordination toward
fairness. Agents interact with one another and review and adjust their strategies
periodically. We then proceed to investigate how agents can coordinate to social
optimality with reinforcement social learning in various types of games. After
that, we discuss a related scenario of automated agent negotiation and present a
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vi Preface

negotiation strategy that aims at achieving a mutually beneficial agreement. We also
considered a competitive negotiation problem and present an adaptive negotiation
strategy enabling a rational agent to maximize his benefits from negotiation. Finally,
we propose the novel idea of decision entrustment in two-agent repeated games—
that is, an agent is allowed the option of entrusting his opponent to make joint
decisions in bilateral interaction—and show that social optimality sustained by Nash
equilibrium can be achieved.

There are several assumptions that we employ in the work presented in this book.
The first one is that agents can always learn from their experiences, and the learning
is always rational. That is to say, if an agent, through his experience, finds that
an action is most likely to bring its best utility under certain conditions, then the
agent should in principle use that action when conditions are met. This is most
appropriate when the environment is cooperative. Second, agents should be able
to observe the other agents—or some of them—in the system, including the other
agents’ actions and even the utilities they obtain through interaction. Last but not
least, we base our work on some principles proposed by cognitive psychologists.
For example, we use a theory by Fehr and Schmidt that people are inequality averse
under certain conditions, as well as the research result due to Dawes and Thaleri that
people are willing to be kind to those who are being kind and harsh to those who are
being unkind. These research works provide a solid cognitive psychological basis
for many of the assumptions used throughout this book.

Finally, we would like to express our gratitude for all the help from Higher
Education Press and Springer in the publication of this book.

Tianjin, China Jianye Hao
Hong Kong, China Ho-fung Leung
August 2015
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Chapter 1
Introduction

Multiagent systems (MASs) have become a commonly adopted paradigm to model
and solve real-world problems. Many competing definitions exist for a MAS. In
this book, we consider a typical MAS as a system involving multiple autonomous
software agents (or humans) interacting with each other with (possibly) conflicting
interests and limited information, and the payoff of each agent is determined by
the joint actions of all (or some) agents involved. Therefore, different from single-
agent environments, in multiagent interaction environments, each agent needs to
take other agents’ behaviors into consideration when it makes its own decisions,
since others’ behaviors can directly influence what it expects from the system. The
major question we seek to answer in this book can be summarized as follows: how
can a desirable goal be achieved in different multiagent interaction environments
where each agent may have its own limitations and (possibly) conflicting interests?

We divide different multiagent interaction environments into two major cate-
gories depending on the underlying intentional stance of the agents: cooperative
multiagent environment and competitive multiagent environment. We say a multia-
gent interaction environment is cooperative if (most of) the agents within the system
are willing to behave exactly as they are asked to even if this would cause conflicts
with their individual interests. In other words, each agent is cooperative in achieving
a commonly shared system-level goal even at the cost of its personal benefits.
A multiagent interaction environment is considered to be competitive when each
agent is only interested in maximizing its individual benefits. Thus, in competitive
environments, agents may not have the incentive to follow what the system designer
specifies and usually behave in purely individually rational manners.

We mainly focus on three major goals: fairness, social optimality, and individual
rationality. To achieve either of the above goals, the research focus may vary
and different approaches may be required depending on the nature of multiagent
interaction problems being considered. In cooperative environments, since the
agents are assumed to comply with the system designer’s instructions, we usually
need to consider how we can design an efficient learning strategy through which

© Higher Education Press, Beijing and Springer-Verlag Berlin Heidelberg 2016
J. Hao, H.-f. Leung, Interactions in Multiagent Systems: Fairness, Social
Optimality and Individual Rationality, DOI 10.1007/978-3-662-49470-7_1
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2 1 Introduction

the agents can effectively coordinate their behaviors toward the goal we target
at (e.g., fairness, social optimality) subject to practical limitations (e.g., limited
information available, limited computational, and communication ability). On the
contrary, in competitive environments, we mainly focus on addressing the following
two questions:

• How can an agent obtain as much individual benefits as possible in the presence
of other selfish agents?

• The second one is from the perspective of mechanism design: how can selfish
agents be incentivized to autonomously adjust their behaviors toward the goal
(e.g., social optimality) we target at?

To model the strategic interactions in MASs, the most powerful and commonly
used mathematical tool is game theory. It provides a rich set of powerful and
convenient mathematical frameworks to model different forms of strategic inter-
actions among agents. For example, normal-form games can be used to model
the single-shot strategic interactions among agents in which each agent makes
decision simultaneously; for finitely/infinitely repeated games, which consists of
finite/infinite repetition of stage games, they are naturally suitable for modeling the
repeated (with unknown rounds) interactions among agents. Thus, in this book, we
mainly study the problem of achieving different desirable goals by modeling agents’
interactions as different types of games.

1.1 Overview of the Chapters

The book is organized in terms of the goals (fairness, social optimality, and indi-
vidual rationality) we target at and the characteristic of the multiagent interaction
environment (cooperative or competitive) we look at. Specifically, we focus on the
following four parts, each of which corresponds to one chapter.

Fairness in cooperative MASs We pursue the goal of fairness in cooperative
MASs from the following two perspectives. First, we describe an adaptive
periodical strategy to enable the agents to coordinate toward fair and efficient
outcomes in conflicting-interest games [1]. Second, two game-theoretic fairness
models are described for two important multiagent interaction frameworks. The
first is a game-theoretic fairness model for infinitely repeated game with conflict
interest, in which it can be proved that there always exist fairness equilibria under
which fair and optimal outcomes can be achieved [2]. The second is a game-
theoretic fairness model for single-shot normal-form games, which can better
explain actual human behaviors [3].

Toward social optimality in cooperative MASs In cooperative MASs, we
describe two different types of learners for cooperative games, independent
action learners and joint action learners, to coordinate on socially optimal
outcomes under the social learning framework [4–6]. For general-sum games,
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we introduce a learning framework under which the agents can effectively
learn to coordinate on socially optimal outcomes by adaptively choosing
between individual learning and social learning [7]. Last, we turn to look at
the practical bilateral negotiation problem and introduce an efficient negotiation
framework for agents to achieve socially optimal allocations in cooperative
bilateral negotiation environments [8].

Maximizing individual benefits in competitive MASs In competitive MASs,
we focus on the bilateral negotiation setting in which two agents negotiate
with each other with the goal of maximizing their individual utilities through
negotiation. We describe an adaptive negotiation ABiNeS strategy which
empirically shows to be very effective in competing with the state-of-the-art
negotiation strategies [9, 10]. It is worth mentioning that the implementation of
this ABiNeS strategy wins the champion of the third international Automated
Negotiating Agents Competition [11] in both the qualifying and final rounds.

Achieving social optimality in competitive MASs In competitive MASs, we, as
the system designer, may be also interested in achieving social optimality.
However, in competitive environments, the agents are individually rational and
interested in maximizing their own utilities only, which may have conflicts
with the goal of social optimality. To resolve this conflict, we introduce an
incentive mechanism based on sequential play to enable rational agents to have
the motivation to adopt the policy of achieving socially optimal outcomes, which
are successfully applied in two different learning frameworks [12–14].

1.2 Guide to the Book

The intended reader of this book can be a graduate student or an advanced
undergraduate or any researcher in the areas of computer science, game theory, and
any other related areas. The material of each chapter is independently organized and
the readers can have no difficulty of understanding the materials by jumping to any
interested chapter freely. We outline the chapters that follow.

• Chapter 2 first reviews some background concepts in game theory which will be
used throughout the book and then gives an overall review of previous work in
multiagent learning literature, which are divided into two major categories: coop-
erative multiagent systems and competitive multiagent systems. The previous
works within each category are further divided according to the solution concepts
they adopt, and how they link with the works in this book is also mentioned.

• Chapter 3 focuses on investigating the question of how to achieve fairness within
cooperative multiagent environments. We interpret fairness from the following
two perspectives. First, we focus on the multiagent interaction scenarios with
conflict interest and our goal is to achieve fairness among agents in terms of
equalizing the payoffs of agents as much as possible. Second, our human beings
are not purely selfish but care about fairness, which cannot be explained and
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predicted by the classical game theory. Thus, it is worthwhile to develop fairness-
based game-theoretic model to better explain and predict human behaviors.
Overall, we investigate the goal of fairness in MAS from two perspectives:
strategy design and fairness game-theoretic model design, which are introduced
in Sects. 3.1 and 3.2, respectively.

• Chapter 4 turns to the investigation of how to achieve social optimality within
cooperative multiagent environments. Achieving social optimality means maxi-
mizing the sum of all agents’ payoff involved in the interaction. In cooperative
multiagent environments, the agents are assumed to be willing to cooperate
toward social optimality, but the limited information available to each agent
might impede effective coordination toward socially optimal outcomes among
them. We model the agent interactions using two different types of games,
cooperative games and general-sum games, and describe the corresponding state-
of-the-art social learning frameworks toward social optimality in Sects. 4.1 and
4.2, respectively. Lastly we consider a particular multiagent negotiation problem
and describe an efficient negotiation mechanism for achieving socially optimal
allocations in Sect. 4.3.

• Chapter 5 focuses on the problem of maximizing an agent’s individual benefits
within competitive multiagent systems. In competitive multiagent systems, each
agent is usually only interested in maximizing its individual benefits, and a
natural question from a single agent’s perspective is how to design an efficient
strategy to obtain as much payoff as possible by exploiting its partners during
interactions. Therefore, in this chapter, we consider the competitive bilateral
negotiation environment and introduce a state-of-the-art efficient negotiation
strategy to maximize the individual utility of a negotiating agent against other
competitive opponents.

• Chapter 6 is devoted to investigating how to achieve social optimality (maxi-
mizing system level’s performance) within competitive multiagent systems. As
we mentioned before, in competitive multiagent systems, the agents may not
have the incentive to cooperate toward the goal of social optimality which
may conflict with its individual benefits. Therefore, from the system designer’s
perspective, we need to design efficient mechanism to incentivize selfish agents
to cooperate toward socially optimal outcomes. Therefore, in this chapter, we
introduce an interesting variation of sequential play and show how this can be
applied in different competitive multiagent interaction environments to facilitate
agents to achieve socially optimal outcomes without undermining their individual
rationality and autonomy, namely, two-agent repeated interaction framework
(Sect. 6.1) and social learning framework (Sect. 6.2).

• Chapter 7 concludes the book with a summary of the book and also points out
some future research directions for the readers.
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Chapter 2
Background and Previous Work

In this chapter, we first review some concepts and terminologies from game theory
and multiagent systems areas that will be used throughout the book in Sect. 2.1.
After that, we explore previous work in multiagent learning literature by dividing
them into two major categories: cooperative multiagent systems and competitive
multiagent systems, distinguished by the underlying intentional stance of the agents
within the system. Within each category, we review previous work in three different
parts distinguished by the different goal that the work targets at. In Sect. 2.2, we
focus on reviewing previous work whose goal falls into one of the following major
solution concepts: Nash equilibrium, fairness, or social optimality. In Sect. 2.3, we
focus on investigating previous work targeting at either of the following major
solution concepts: Nash equilibrium, maximizing individual benefits, and Pareto-
optimality.

2.1 Background

Game theory has been the most commonly adopted mathematical tool for us to
model the strategic interactions among different agents in different interaction
scenarios. We usually model the one-time interaction among agents as single-
shot normal-form game and finite/infinite repeated games to model the repeated
interaction among agents.

2.1.1 Single-Shot Normal-Form Game

In single-shot games, each agent is allowed to choose one action from its own action
set simultaneously, and each agent will receive its own payoff based on the joint
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action of all agents involved in the interaction. Formally a n-player normal-form
game G is a tuple hN; .Ai/; .ui/i where

• N D f1; 2; � � � ; ng is the set of players.
• Ai is the set of actions available to player i 2 N.
• ui is the utility function of each player i 2 N, where ui.ai; aj/ corresponds to the

payoff player i receives when the outcome .ai; aj/ is achieved.

We call each possible combination of all players’ action (joint action) an
outcome. There are a number of important solution concepts defined in normal-
form games including Nash equilibrium, Pareto-optimality, and social optimality,
which can be understood as a subset of outcomes satisfying special properties. These
solution concepts also have been adopted as the learning goals when designing
different learning strategies in multiagent learning area. In the following, we will
introduce each of them in the context of two-player normal-form games which
is the most commonly investigated case in the multiagent learning literature. The
most important solution concept in game theory is Nash equilibrium. Under a Nash
equilibrium, each agent is making its best response to the strategy of the other agent,
and thus no agent has the incentive to unilaterally deviate from its current strategy.

Definition 2.1 A pure strategy Nash equilibrium for a two-player normal-form
game is a pair of strategies .a�

1 ; a�
2 / such that

1. u1.a�
1 ; a�

2 / � u1.a1; a�
2 /, 8a1 2 A1

2. u2.a�
1 ; a�

2 / � u2.a�
1 ; a2/, 8a2 2 A2

For example, considering the two-player normal-form game in Fig. 2.1, we can
easily check that there are two pure strategy Nash equilibria in this game: .C; D/ and
.D; C/. Under each of these two outcomes, no agent has the incentive to unilaterally
switch its current action to another one.

If the agents are allowed to use mixed strategy, then we can naturally define the
concept of mixed strategy Nash equilibrium similarly.

Fig. 2.1 An example of
two-player
conflicting-interest game
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Definition 2.2 A mixed strategy Nash equilibrium for a two-player normal-form
game is a pair of strategies .��

1 ; ��
2 / such that

1. NU1.��
1 ; ��

2 / � NU1.�1; ��
2 /, 8�1 2 ….A1/

2. NU2.��
1 ; ��

2 / � NU2.�
�
1 ; �2/, 8�2 2 ….A2/

where NUi.�
�
1 ; ��

2 / is player i’s expected payoff under the strategy profile (��
1 ; ��

2 ),
and ….Ai/ is the set of probability distributions over player i’s action space Ai. A
mixed strategy Nash equilibrium .��

1 ; ��
2 / is degenerated to a pure strategy Nash

equilibrium if both ��
1 and ��

2 are pure strategies.

If we again use the same game in Fig. 2.1 as an example, we can verify that there
also exists one mixed strategy Nash equilibrium: ��

i .C/ D 1
3
, ��

i .D/ D 2
3
, for

i D 1; 2.
Another important solution concept in game theory is Pareto-optimality. An

outcome is Pareto-optimal if and only if there does not exist another outcome under
which no player’s payoff is decreased and also at least one player’s payoff is strictly
increased. We can formalize it in the following definition:

Definition 2.3 An outcome s is Pareto-optimal if and only if there does not exist
another outcome s0 such that 8i 2 N, ui.s0/ � ui.s/, and there exists some j 2 N, for
which uj.s0/ > uj.s/.

For example, considering the two-player normal-form game in Fig. 2.1, both the
outcomes .C; D/ and .D; C/ are Pareto-optimal.

The last solution concept is social optimality, which refers to those outcomes
under which the sum of all agents’ payoffs is maximized. For example, considering
the two-player normal-form game in Fig. 2.1, both the outcomes .C; D/ and .D; C/

are socially optimal, which coincide with the set of Pareto-optimal outcomes.

2.1.2 Repeated Games

Repeated games can be used to model the repeated interactions among the same set
of agents for finite or infinite number of times. In repeated games, usually a given
normal-form game is played among the same set of players. If a strategic game is
infinitely repeated, it is called an infinitely repeated game.

Definition 2.4 An infinitely repeated game of G is hN; .Ai/; .ui/; .%i/i where

• N is the set of n players.
• Ai is the set of actions available to player i.
• ui is the payoff function of each player i, where ui.ai; : : : ; an/ D pi, the payoff

player i receives when the outcome .ai; : : : ; an/ is achieved. Here ai is the actions
player i chooses, and .ai; : : : ; an/ is called an action profile.
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• %i is the preference relation for player i which satisfies the following property:
O1 %i O2 if and only if limt!1 †t

kD1. pk
1 � pk

2/=t � 0, where O1 D
.a1

i;t; : : : ; a1
n;t/

1
tD1 and O2 D .a2

i;t; : : : ; a2
n;t/

1
tD1 are the outcomes of the infinitely

repeated game, and pk
1 and pk

2 are the corresponding payoffs player i receives in
round k of outcomes O1 and O2, respectively.

The preference relation we adopt here is the limit of means preference relation
which is the one we adopt in the book. Notice that there are also other different
ways to define preference relation such as discounting and overtaking, and interested
reader may refer to the book [1] for details. Also we usually assume that the action
set of all agents are the same, i.e., A1 D � � � D An D A.

In infinitely repeated games, the strategy of an agent specifies the action choice
of the agent for each round. Considering the large space of the agents’ possible
strategies, it is very difficult for us to identify all the Nash equilibria of a given
infinitely repeated game. Thus, usually we turn to characterize the set of all possible
payoff profiles that correspond to Nash equilibria of the infinitely repeated game.
First, we need to introduce the concepts of enforceable and feasible payoff profiles
which would be useful in the characterization of all possible Nash equilibrium
payoff profiles of the infinitely repeated games.

Definition 2.5 A payoff profile .r1; r2/ is enforceable if and only if ri � vi, 8i 2 N,
where vi is agent i’s minimax payoff.

Definition 2.6 A payoff profile .r1; r2/ is enforceable if and only if there exist
nonnegative rational values ˛a such that we have

P
a2A ˛aui.a/ D ri, 8i 2 N, and

also
P

a2A ˛a D 1.

Based on the previous concepts, we can have the following theorem—folk
theorem, which characterizes the set of all possible Nash equilibrium payoff profiles
of the infinitely repeated games with limit of means criterion.

Theorem 2.1 If a payoff profile r of game G is both feasible and enforceable, then
it is the payoff profile for some Nash equilibrium of the limit-of-means infinitely
repeated game of G.

2.2 Cooperative Multiagent Systems

2.2.1 Achieving Nash Equilibrium

Convergence to Nash equilibrium has been the most commonly adopted goal
to pursue within different multiagent environments in the multiagent learning
literature. We review the representative work within this direction and also point
out the limitations.

The interactions among agents are usually modeled as two-player repeated (or
stochastic) games. In the work of Claus and Boutilier [2], two different types of


